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Abstract

The main idea of the Smart Parking System for Air University (SPARKAU) is to provide
a way for drivers to park their cars with more ease. It is said that “Time is money” so everyone
gets frustrated when they give their time and effort in return for nothing. In basic parking systems,
there is no check and balance for the available slots. The driver starts looking for the free parking
slot by the hit and tries method if he manages to find a parking slot available, it is a lucky try but
on the contrary, most of the time driver does not find a slot available. He returns from the parking
with aggression and frustration. It wastes the fuel as well as the time of the driver. People facing
this problem becomes very irritated because of the necessity to use parking daily. This problem
also correlates with the parking area of Air University. Whenever the driver enters the university
premises, he looks for the parking area to park his car, but it often results in time and fuel wastage.
The driver examines the whole parking area but does not find a single slot available to park his
car. It becomes very annoying when the driver exits from another side of parking without parking

his car.

Our system will save both time and fuel of the driver. It will help the drivers to park their
cars in the parking space available. The driver would not have to waste his time looking for every
parking slot. He can acknowledge the availability of the slot by just using our software. The driver
will open the web application of SPARKAU, search for the most suitable free parking space, and
easily park his car. This system is very different from hardware-based methods because it saves
the installation as well as the maintenance cost of hardware. In the hardware-based smart parking
systems, sensors are installed in the parking areas. Microcontrollers are used to check the flow of
parking and updating the availability of the free slot. This system requires hardware but its

installation and maintenance is a budget problem.

In our situation, the university parking had already deployed CCTV cameras for security
purposes. We used these cameras as a source of input for our software, process the input on our

algorithm, and provide the user with a website having the information about free space available.



Whenever a car enters or leaves the parking, the CCTV cameras are recording the videos
continuously. Our software will use these videos. On the server-side, when our software takes the
input, it processes the videos and calculates the newly available and occupied parking slots.
Whenever a change in the parking slot occurs. A request is sent to update the database. While on
the client-side, an API service is running continuously, which asks for the new data from the
database. Whenever the database is updated, the new data is sent as an API response. The response

then updates the web application about the newly available parking slots.
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“Every problem has a solution. You just
have to be creative enough to find it”

Travis Kalanick
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Chapter 1

Introduction

This chapter contains all the fundamental information about the Smart Parking system for
Air University (SPARKAU). It contains the basic motivation for planning this project. It explains
the basic smart parking systems, the types of smart parking systems, and our smart parking system.

It includes the limitations, objectives, and life cycle of our project.

1.1 Project Overview

Due to an increase in the number of departments in our university, parking problems are
bound to exist alongside. The development of departments increases the number of students and
faculty members in the university. It results in too many vehicles inside the university. More
vehicles on the campus result in added problems associated with the parking area of the university.
The parking area gets crowded with vehicles. The driver cannot tell whether he will find an

available free slot.

Smart parking is a software and hardware-based system in which the system guides the
user about the availability of the parking. Whenever the user enters the parking, he takes a guide
by the system for the vacant car slots. Smart parking is a very efficient parking tool that is used in

various foreign countries.

There are two types of smart parking systems, which guide the users about the free parking
slots. One of them is a hardware-dependent sensor-based smart parking system while the other one
is a software-based system. The smart parking system based on 10T sensors (hardware) is
commonly used in the parking areas of the building. Most of the buildings have the parking area
in the basement of the building. It is preferable to guide the user so that he knows whether the
parking is available or not. The LED screen or LCD screen is put up at the entrance to guide the

user about parking.

In the software-based smart parking system, users have a certain application or a website

to look for parking. He can examine the parking area to find a free slot using the application or
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website. In most cases, Open space parking like universities, offices, or parks has software-based

smart parking systems.

Smart Parking System for Air University also known as SPARKAU is a software-based
smart parking system that helps the members of our university to park their cars easily and
properly. It is developed according to the parking area of the university. Whenever a person enters
the university, the first thing that blinks in his mind is to find a free parking slot closest to his
department. He can look for the available slots with our smart parking system. The user can access
the web or mobile web interface of SPARKAU using the mobile phone or tablet. He can analyze
the different parking zones for the available free slot. He can examine the parking zones to find
the nearest free parking slot with his department.

1.2 Problem Description

When the university initiated the step of developing new departments on the campus, the
total sum of university members also increased. More people in the university results in more
vehicles in the university. The parking area of the university gets filled up with cars. It is
impossible to tell about the availability of the free parking slot without examining the parking area.

The daily routine of looking for free slots is time wastage and fuel wastage.

Smart parking is the key idea to efficiently utilize the parking system. The user will be able
to look for the free slot without wasting a minute. By using SPARKAU, the user will not feel the
frustration and annoyance of roaming around to find a proper slot for parking. It will save a lot of
time for the user. Another advantage would be the reduction of useless burning of fuel of the user’s

Car.

1.3 Project Objectives
SPARKAU will turn out to be a time-saver application. It will help many university
members in the coming days. Students, faculty members, and admin members of our university

will use it. The key objectives of this project are

» To help the people of our university to find a free parking slot
» To solve the daily routine issue of looking for free slots.
» Tomake the CCTV cameras used more efficiently by using them as the main input source

of this project.
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» To save the time and fuel of university members
» To help the university members get rid of this useless frustration caused by the parking
problem.

» To research on computer vision and enhance our knowledge.

1.4 Scope of the project

SPARKAU will consist of a front-end web application and a backend-python code server.
Web Application will be responsible for handling both the mobile view and the table view. It will
display the parking slots contained in different zones Each zone represents a specific parking area.
The web interface will consist of four zones displaying different areas of parking. Each zone will
cover at least 5-10 parking slots. The range is not specific because our parking does not have any
CCTYV cameras to cover the right side lane view except the one moving camera. The python code
server will use a Computer Vision algorithm Called YOLO [2] (you only look once: An image
classification algorithm) for backend processing. However, there are some issues shown by YOLO

when used for our parking area. These issues are;

» The CCTV cameras are fitted sidewise and tilted which generates a tilted view of the
parking

» The cars hidden behind the car cannot be classified

» YOLO sometimes confuses to differentiate between two cars because of an inappropriate
car parked

» YOLO could not classify the objects whose edges are not well defined and apart from other

objects

Some of these limitations are hardware-based which are out of the scope of this project,
e.g. CCTV camera is fitted sidewise. It is very difficult for YOLO to detect all the cars with side
angle images. One of the other limitations is the inappropriate parking of cars, which is again out

of scope for this project.

Some other issues are the placement of CCTV cameras in the unive9p[srsity Parking. As
the CCTV cameras were already deployed by our university admin.so it was out of the scope of
the project. Other issues include having rainy days which results in blur views, night views, big

trucks or cars in front of small cars, and fewer cameras to cover the parking area.
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1.5 Project Life Cycle

1 2
Camera live feed [videos/images) YOLO [process the classification for live feed)
4 3
Update database (Update the Cur own Algorithm (It will detect the free
database about new slots) parking slots)

5 6
API Call (Authenticate the AP key Update the website (Free and eccupied
value) parking slots)

Figure 1 Life Cycle of SPARKAU

This chapter provided an overview of the smart parking systems and their types (commonly
hardware and software-based). It also has a brief explanation of the current system on which the
project is working, its limitations, and its advantages. Finally, it concluded with the life cycle

diagram of the whole system.

é ****************************C h apte r 1 E n d *hkhkhkkhkhkkkhhkkkhhkkkhhhihkkhkihkkhkihkkhkihkiik 9
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Chapter 2

Literature Review

This chapter explains a few of the smart parking applications along with their method of
working. The paragraphs given below have a very brief summary of the basic methodology of
these applications. The survey table has all the features that can be examined based on the study

of these applications. Finally, this chapter includes all the problems within the existing systems.

2.1 SPARKAU
SPARKAU is a computer vision-based Smart Parking System (SPS) in which the system

will classify the cars through the videos/images from already deployed CCTV cameras in the
parking area. From the information extracted, it will detect the availability of free slots. It will then
update the user interface about the availability of free parking slots. The user interface is a front-

end website/ mobile web App.

SPARKAU is divided into two sub-components. One of them is the Computer vision-based
backend python code, which will do all the backend difficult work processing, while the other one
is the front-end website which will be used to display the parking slots.

2.2 What is Computer Vision?

Computer vision is a disciplinary scientific field that deals with how computers can gain
a high-level understanding of digital images or videos [3]. It is a very vast field in computer
science. Various projects around the globe being developed are purely in computer vision such as

parking systems, auto-driving vehicles, self-driving drones, etc.

In Computer vision, the algorithm is trained on images having labels on it so it can
recognize every pixel and the features of the image. Therefore, the algorithm remembers those
features for that class. When training is completed, the algorithm is being tested and validated
whether it recognizes the image or not. Most of the algorithms are considered to be good if their

accuracy is high up to 80%.

Computer Vision is used in various fields such as automatic driving vehicles for disabled

people, surveillance robots for security purposes, text scanner for converting the image text into
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the editable form, health care medical centers for diagnosing of cancers and other diseases, in

laboratories for making antidotes of disease, etc.

2.3 Related Work

Every year, many universities are developed around the globe. Most of the universities tend
to enhance their ranking by developing new departments, labs, and buildings. The growth of these
factors increases the overall population of students, faculty, and staff members inside the
university. With decreasing parking supply and increasing enrollments and faculty and staff
members, universities are beginning to realize the importance of properly allocating available
parking [4].

Intelligent Parking System (IPS) is a smart parking system that was developed for the
University of Texas at Austin in the year 2003. Information about the parking slots can be given
to the drivers by the use of IPS. IPS reduces the congestion in parking areas, insufficient utilization
of the available parking, and road congestion caused by searching for free slots [4]. IPS works
with the help of the variable message sign (VMS), which serves as a “wayfinding” device.
Wayfinding means providing information about the path to free parking slots. IPS system operates
using loop detectors, ticket splitters, and cash registers as vehicle counting equipment located at
each garage or parking. A controller interface is also required since the equipment is not capable
of calculating a “space available” number. This interface counts and calculates space availability
in real-time as each car enters or exits the parking. This number count is transmitted via modem
to a central computer. The central computer then sends the required signal along to the variable
message signs with the help of Microsoft-based Ramp Management Software. The operator can
control the system from the central computer at any time. He can read and modify sign messages,
correct parameters, check the state of an entire mounted electronic sign mast or parking facility,
and can take appropriate action as required. The below given are the benchmarks for the Intelligent

Parking System.

Programming language Html,asp.NET
Responsive yes
Performance real-time information travel
Hardware included Yes
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ML algorithm No

Table 1 Benchmarks for Intelligent Smart Parking System

IPS system consists of a server page that can control the parameters, messages being
displayed on variable message signs, LED screens, parking counts, and all the systems. The server
page will get the information and it will update the HTML view in real-time. Whenever the user
presses the refresh button on the website. The script will update the web page and the user will be
able to see the availability of parking on the web browser. Intelligent Parking System will consist
of an HTML web page for the user. The web page will respond according to the resolution of the

user’s device.

The performance of the Intelligent Parking system is very accurate and good. It informs
the users about the availability of free parking in real-time. It updates the web page as soon as the

user presses the refresh button.

The intelligent parking system mostly contains hardware-based components. The VMS
system, LED displays, the modem used for signal transferring to the main computer, ticket

splitters, and gate arms.

There is no Machine-learning algorithm included in this project as it simply extracts
information from hardware. Most of the software part is a simple web page that displays the

availability of parking.

Parking may seem a trivial matter, but it is a serious problem for many students. Smart
Parking Systems(SPSs) disseminate real-time parking spot availability to drivers searching for
parking[5]. Generally, various SPS applications are available for shopping malls or airports.
Sensors and parking meters are commonly used in these applications to analyze the availability of
parking slots. Parking meters are considered to be inaccurate in examining the available parking
slot while on the contrary, sensors are a good option to develop an accurate SPS application. But

sensors have disadvantages to embed in open parking spaces because of weather conditions.

One of the other applications is University Car Parking Application (UCPA) developed
by Chinmayee Lingman (2018) in University-Corpus Christi, Corpus Christi, Texas[6].In UCPA,

the driver would have an application that would serve as a parking slot guidance. A map of the
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parking lot would be shown at the entrance of every parking. This map would also be accessible
through the mobile application. The map would have slots marked on it. The driver can choose
any of the available slots. It will generate QR-code. This QR-code is scanned and the selected slot
is reserved.when leaving, the QR-code is scanned again, which will free the slot. if someone else
parked their car on the reserved slot. The person who has reserved the parking can report a
complaint against the driver by sending a picture of the number plate to the admin of the university.
After the complaint, the user will be given a new page with available slots. He will be able to
reserve the slots by scanning the QR-code by the same process.

The application will be developed for only android smartphones and tablets. It would have
a QR code scanner and QR code generator. QR codes would be generated by a map based on the
selected slot. These codes will be scanned by the android mobile application which would reserve
the parking slot. This application is compatible with several versions of Android from Android

5.0 — Lollipop to recent Android 7.0 - Nougat.

The login screen/signup screen and all the images of UCPA are given below

WA+ mimp

o

B, L /A

Password

Figure 2 Application Interface Figure 3 Application Interface
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The first screen is the login screen in the Application. It will ask the user to enter its
credentials. If the user has not yet registered, then the user would click the register button and the
registration screen will pop up. It will ask the user for its personal information. After complete
registration, the user would be able to use this application.

After login. The Application will display the home screen. It will have parking lots or
parking zones on the left side with numerical values on the right side representing available parking
slots. When a user clicks on a slot on the map. A specific QR code would be generated. The user
would scan that QR-code to book that slot.

Samemip o » &

=08+ m'ip
€« Choose availlable slot >

= Available Slots

) i )
Bay Side Parking ) sl ?
1 B il s "
)
)
. )

"
v
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€« carparkingapp

Figure 6 QR code Scanner
Programming language Java,Xaml,Json
Responsive Yes
Performance Based on reservation
Hardware included No
ML algorithm No

Table 2 Benchmarks for University Car Parking Application(UCPA)

The main focus of this application is the android platform. The languages used for android
mobile development are Xaml and Java. QR code scanners and QR code generators will be
developed in java. It will also have a centralized database. The database will be implemented in
the firebase. The response will be based on the reservation time of a driver. It is a purely software-
based product. There is no hardware included in this product. It is also a non-machine learning

product.

loT(Internet of things) is the newly emerging technology of the modern era. With the
advancement in technology, it has become very easy to collect an enormous amount of data for
experimental purposes. Multiple solutions exist to the problem of finding parking space
availability. They are broadly classified into Vision-Based approaches and Sensor-Based

approaches[8].
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The methodology used in the Application based Smart Parking System using CAN bus
is a sensor-based approach, which consists of microcontrollers, ultrasonic sensors, and external

devices. Communication occurs between devices through Bluetooth

Users can look for the availability of parking through the Android Application. The
Application will use the Google Map API to display the parking area and the current location of
the user. It will be used to reserve the parking slot. Users can also complain about the illegally
parked car on his reserved slot. The data of the users e.g. personal information, payment

information will be stored inside the firebase database.

Arduino Uno will be used to collect the sensor's data and for communication between
external devices and other modules. Arduino device will be configured to connect with our android
devices using Bluetooth feature. There are 5 Arduino devices formed as an interconnected node
network for communication. These devices are configured with ultrasonic sensors to detect the
presence of a car on the slot. If parking is reserved, Map will display the slot as red light while
green light represents the free slot. Communication about the free and reserved parking slots will
be transferred through Bluetooth signals from the Arduino device to android phones. The
application will calculate the time of entry and time of exit for every vehicle and a bill will be
generated automatically at each exit of the car. The backend scripts will run on NodeJS.

The login image and the parking zones display is given below:

tOv & ves

SMART PARKING

Figure 7 Login Screen
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PARKING APP PARKING APP

Figure 8 Parking Zones

Programming language Arduino c++,Java,Xaml,NodeJs
Responsive Yes
Performance Based on reservation
Hardware included Yes
ML algorithm no

Table 3 Benchmarks for Application-based Smart Parking System

The programming language used for coding the microcontroller is c++, while the front end
interactive application developed for the user is in the android platform. Nodels is used for
retrieving data from the firebase cloud database. It is a responsive mobile application. The system’s
performance is very good because of the sensors. It is mostly hardware-based product but interface
for user interaction is an android application. There is no Machine learning Algorithm used in this

product.

Finding a vacant parking space nowadays is time and fuel consuming. This problem may
cause drivers to get annoyed and eventually improper parking will appear[8]. Smart Parking
System for the University of Kufa is a system that will use a wireless smart parking system to
tackle the parking problems. Ultrasonic sensors will be used to analyze the situations of parking.

Arduino Uno will also be used in this system.
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Ultrasonic sensors will provide information about vacant parking slots, improper parking
detection, directions towards vacant parking, and payment facilities. These ultrasonic sensors will

be installed on each parking slot to detect the presence of the car.

There are two LCDs used in this project. One is deployed on the main gate to show the
status of parking space while the second one is deployed on the street to display the available free
slots. Arduino Uno will process all the hard work. It will process the feedback signals and performs
some calculations. The LCD will display the currently available free slots. There are two Arduino
Uno used in this smart parking system. One of the Arduino act as an information processor and
information sender. While the other one act as an information receiver. After receiving the
information. It updates both the LCDs for the occupied and the available parking space.

The benchmarks for the Smart Parking System For University of Kufa are given below in
the table

Programming language Arduino c++
Responsive Yes
Performance Real-time
Hardware included Yes

ML algorithm no

Table 4 Benchmarks for Smart Parking System ForUniversity of Kufa

The programming language used in this Smart Parking system is the Arduino programming
language c++. Its performance is very good, It responses to the user in real-time. Almost all the

project is based on hardware. There is no Machine Learning Algorithm used in this project.

Smart Parking System For UF Campus is an application that was developed by Lili du
and scot Washburn in 2019 for the University of Florida[7]. The author divided this task into three
main subcategories. First is the monitoring of parking, second is the parking demand, and thirdly
implementing the smart parking Applications for the desired demand.for monitoring purpose,
parking space utilization at any time, vehicle entrance and exit data, vehicle identification
data(includes size) and motorcycle parking data were analyzed to get some useful information. for

this purpose,space-specific technology at entrance/exit points, RFID, and video cameras were
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used. The second subtask was understanding parking demand. The collected data was analyzed
and it was feed into some Machine learning algorithm to graphically represent the data. The data
represented more comprehensive patterns of parking utilization, such as variation of the parking
usage throughout the day. The last task was to implement a Smart parking Application or website

that would provide real-time parking space availability and prediction suggestions.

The benchmarks for Smart Parking System for UF campus are given below;

Programming language Html,CSS ,Php,Java,Xaml
Responsive Yes
Performance Real-time
Hardware included Yes

ML algorithm Yes

Table 5 Benchmarks for Smart Parking System for UF Campus

The interface for the user is a website and an android mobile application. Generally, the
programming languages used for android development are java and XAML. While the
programming languages used for web development are Html, CSS, and Php. The interface would
consist of a map that will display the available parking slots. It will be very fast in responding to
real-time situations. Whenever a car exits the parking, the hardware sensors will detect that and it

will update the interface about the free parking slot.

Given below is the Survey Table for all the Applications reviewed above
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Applications | Name Programming Responsive | Performance | Hardware | Machine
language Learning
Algorithm
Application | Intelligent | Html,ASP.NET yes Based on | Yes No
1 Parking QR-scan
System
Application | University | Java,XML,JSON yes Based on | No No
2 Car Reservation




Parking
Application

Application
3

Smart
Parking
System
Using CAN
bus

Arduino
c++,Java,
Xaml,NodeJS

yes

Real-time

Yes

No

Application
4

Smart
Parking
System for
university
of Kufa

Arduino c++

yes

Based on

Reservation

Yes

No

Application
5

Smart
Parking
System For
University
of Florida

Campus

Html,CSS,
Php,Java,Xaml

Yes

Real-time

Yes

Regression

Table 6 Survey Table

From the review of all the Applications, we can see that most of the products are sensors

based hardware included. These products are very costly in case of cost-effectiveness. They also

require the installation of theses sensors and microcontrollers as an extra expense.

Many Applications have manually checked parking slot availability such as in Intelligent

Parking system with QR-code scanner. If a user forgets to scan the QR-code before exit, the system

will not know whether the slot is free or not. It will not be an effective smart parking system. There

are many other disadvantages of these applications. Many of these disadvantages will be tackled

in the Smart Parking System for Air University (SPARKAU). It will be a minimum cost product

with real-time information processing. The interface will be updated as soon as any vehicle leaves

the parking. We will use a Deep learning model called YOLO[2]. There are no specific hardware
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requirements for SPARKAU because it will utilize the already installed hardware (cameras) in the

parking.

This chapter reviews different types of smart parking applications along with their
benchmarks such as performance, hardware, and machine-learning algorithm included. It
explained the basic working of every application and finally presented a survey table with all the
benchmarks.

e *******************************C hapte r 2 E nd******************************9

29



Chapter 3

Requirement Specification

There is always the current best existing application of each category. To build a new
product, a new approach has to be followed and a new system is developed. In requirement
specification, all the requirements of the SPARKAU are gathered The same approach is followed
in this chapter. Firstly, the existing best system is explained and the proposed solution is presented
along with its Function and non-functional requirements. Use cases of the proposed solution are

also given in this chapter.

3.1 Existing System (best)

The best Smart Parking System Application based on accuracy, time efficiency, and fuel-
saving is the Smart Parking System for the University of Kufa [8]. Smart Parking System for
the University of Kufa is also a hardware-based system that will use a wireless smart parking
system to tackle the parking problems. Ultrasonic sensors will be used to analyze the situations of

parking.

Ultrasonic sensors will provide information about vacant parking slots, improper parking
detection, directions towards vacant parking, and payment facilities. The ultrasonic sensors would
be embedded in each slot of the parking area to detect the presence of the car. The signals would
be sent from ultrasonic sensors to the Arduino Uno.

There are two Arduino Uno used in this smart parking system. One of the Arduino act as
an information processor and information sender. While the other one act as an information
receiver. The first one which will act as an information sender will receive signals from sensors.
These signals will be processed and sent to the other Arduino Uno. When the other Arduino

receives the information, it updates both the LCDs for the occupied and the available parking space

There are two LCDs used in this project. One is deployed on the main gate to show the
status of parking space while the second one is on the street to display the number of available free

slots.

30



3.1.1 Limitations and drawbacks:

Smart parking systems based on sensors are very accurate and can perform very well.
Many factors are considered when implementing a system for a real-world problem. The priority
is to maximize the utilization of resources. The major drawback of the smart parking system with
hardware is that system is too expensive to implement. Most of the parks, offices, and universities
have a very big area to cover for parking. The overall cost of implementing such systems will go
beyond the expectations. Another major drawback is the malfunctioning of the hardware such as
sensors or boards. It is very time-consuming when it comes to changing the malfunctioning
hardware. Its troubleshooting becomes a very big issue. An inspecting engineer would have to
come to inspect the system. After the troubleshooting of the whole system, the next step would be
the installation of new hardware. Which would also cost extra money to the organization. So it can
be said that the smart parking system with sensors and hardware are not well suited for large
buildings and big organizations. To improve this system, a new proposed system has been
implemented. It has overcome all the drawbacks of the previous system and it is cost & time-

effective.

3.2 Proposed System

Many of the smart parking systems have been implemented using different computer
vision algorithms. Computer vision can also be said as the backbone of the smart parking systems.
The images and videos are the input data for the algorithm, they process the data and provide the

desired output.

SPARKAU (Smart Parking system for Air University) will solve the parking problem very
efficiently. People will be able to park their cars to the vacant parking slot without any difficulty.
SPARKAU will process the videos to calculate the available free slots. Then, it will provide the
interface to look for a parking slot.

SPARKAU will overcome all the issues in the previous system. It will be a time-effective,
cost-efficient, and easy to use the system. It will be completely a software-based System without
any hardware or sensors. The only hardware that would be used in this system is CCTV cameras
that are already deployed by the university admin. The system will process the videos coming from

these cameras. It would only require a simple computer system that could run the software. It
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would take the input as video from the CCTV cameras already deployed in the parking. It would
then process those images through the algorithm, which will detect the objects in the image. Then
it will get processed from our algorithm which will calculate the occupied space as well as free
space. In the end, the results of the parking area would be uploaded on the website. The website
will get updated every 30 seconds. The system will be very efficient in terms of cost as it would

be free from any type of hardware.

SPARKAU has various minor functions that result in free parking slots. But major
functions of SPARKAU are;

» Object detection
» Vacant Slot calculation.
» Updating the web.

In the first step, the system takes the input from the CCTV camera of the parking. Input is
parameterized with the constraints. YOLO processes the video and it gives the output in the form

of detected objects in the video.

Then in the second step, the video is then fed into our algorithm. It will process it to
calculate the number of cars on the slots and the free space available for more cars. After

calculation, it then outputs the occupied and the available slots.

Finally, that information is passed to our website through API (Application Programming
Interface). API authenticates the request with the API-key; our website calls an API service that
makes a get request to the database. The database then checks for the API key for validation. If

validated, the website is updated and the user can look for the slot to park his car.

3.3 Requirement Specifications

The smart parking system for Air University also known as SPARKAU will consist of a
Web Application or a mobile web application. It will be used by many people from Air
University. Many people use the parking area of our University to park their cars. They just
randomly enter from one side of the parking area hoping to find an empty slot. Most of the times
it happens that they cannot find a vacant slot to park their car. SPARKAU will help them find a
space for car parking.
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3.3.1 Functional requirements

Functional requirements inform about the basic functionality of the product. Function

requirements tell the usage of the system and the system works. The functional requirements of
SPARKAU are as follows:
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Identifier

FR-01

Title

Runs on the live feed

Requirement

The system takes its input from the CCTV cameras live videos

Source

CCTV camera

Restrictions and Risk

Camera malfunctioning

Dependencies CCTV camera
Priority High
Table 7 Functional Requirements 1
Identifier FR-02
Title Detect free slots

Requirement

The system simply detects the object after which our algorithm

outputs the free available slots

Source

videos

Restrictions and Risk

Rainy weather, improper parking

Dependencies

Python 3.7

Priority

High

Table 8 Functional Requirements 2



Identifier

FR-03

Title

Send data to the online database

Requirement

To make the data available for the website

Source

JSON objects

Restrictions and Risk

Stable Internet with good upload speed

Dependencies Internet
Priority Normal
Table 9 Functional Requirements 3
Identifier FR-04
Title API call

Requirement

Website will make an HTTP get the request to get the data from
the database

Source

Cloud objects

Restrictions and Risk

Authentication

Dependencies

API providers

Priority

normal

Table 10 Functional Requirements 4




Identifier

FR-05

Title

Update the web interface

Requirement

Website updates the interface as soon as a vacant parking slot

is available

Source

Array

Restrictions and Risk

Array not filled with correct data

Dependencies

Internet

Priority

high

Table 11 Functional Requirements 5

3.3.2 Non-Functional requirements
Nonfunctional requirements are the basic attributes and qualities of a system.

Nonfunctional explains how well a system performs. Some of the non-functional requirements of

SPARKAU are:

Identifier Non-FR-01
Title Fully automated system
It does not require any human interaction. An automated
Description independent running system.
Table 12 Non-functional Requirements 1
Identifier Non-FR-02
Title Cost-effective

Should bear a minimal cost to implement. Mostly use already

develop CCTV cameras
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Description

Table 13 Non-functional Requirements 2

Identifier Non-FR-03
Title Robustness
A very fast system that updates the website as soon as a car
. occupies a space.
Description P P
Table 14 Non-functional Requirements 3
Identifier Non-FR-04
Title Responsive
The website turns into a mobile web application as soon as
_ dimension changes into a phone size
Description g P
Table 15 Non-functional Requirements 4
Identifier Non-FR-05
Title Resemblance
The website and mobile web Application resembles the original
. arking area.
Description P g

Table 16 Non-functional Requirements 5




Identifier Non-FR-06

Title Simple Interface

A very easy to use interface with a simple view for the user.

Description

Table 17 Non-functional Requirements 6
3.3.3 Advantages
The main objective of this project is to ease the university students and faculty members in
finding a free slot to park their cars It is a smart parking system based on an algorithm that works

on the principles of computer vision. The Advantages of the project are given below

» Timesaving: It would save time for both drivers and the administration to search
for the available space for the car park.

» Cost-effective: The system does not cost any hardware as it computes the
availability of parking slots using visual feeds from already deployed CCTV
cameras.

» Fully automated. It is a very efficient way to handle car parking issues rather than

human monitoring

Timesaving means it would save the time of the drivers to park their cars. Many times
faculty and as well as students are getting late for the class. They are in a hurry to park their car.
They immediately enter into a parking area to search for every possible slot, but most of the time,

they cannot find one. It often gets disappointing and frustrating.

It is a cost-effective product. It does not require any hardware and sensors. Most of the
parking systems are based on motion sensors and parking meters. This hardware detects the car
movements and then it calculates the free parking slot. It increases the overall cost of the product.
The maintenance of this hardware would cost more money. Using the already deployed CCTV
cameras is a very efficient method to develop a product.
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Fully automated means it should not require human monitoring. In most scenarios in our
university, guards are helping the drivers to find a place to park the cars. This system will be free
from human interaction. The system will update the interface based on live visual feeds, which
will be done as soon as a car leaves the parking. It would decrease the headache of admin as well

as guards to help the drivers find the free parking slot.

3.4 Use cases
Use cases are a list of actions or steps that a system performs to reach a specific goal. The

steps are performed by interacting between different components of a use case model.

The use case diagram for SPARKAU is drawn below;

Smart Parking system for Air university
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Figure 9 Use Case Model of SPARKAU
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There are four different actors involved in this use case diagram user, vehicle, server, and CCTV.

The vehicle will occupy the parking slot and CCTV will update the system, the server will

continuously look for the new information to update the web portal. The user will analyze the

different parking zones searching for vacant space. The CCTV camera will record the parking zone

and update the system
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Use Case ID:

uC-01

Use Case Name:

Update parking status

Actors: vehicle
Description: Car/vehicle will enter into the parking changing the state of parking status.
Trigger: When the car enters the parking

Preconditions:

None

Normal Flow: The car enters the parking area
It will change the parking status from free to occupied
Table 18 Use Case 1
Use Case ID: uC-02

Use Case Name:

Analyzing the parking zone

Actors:

CCTV

Description:

CCTV will be analyzing the car slots in the parking zone and processing the

information about the slots occupied and free slots




40

Trigger:

Turning CCTV cameras on

Preconditions:

CCTV in running state

Normal Flow: CCTV will record the video information from the parking area
Table 19 Use Case 2
Use Case ID: UC-03
Use Case Name: Update the system
Actors: Server
Description: When the car enters the parking, the server will update the system about the
free parking slot.
Trigger: When the car enters the parking

Preconditions:

At least one parking space available for car parking

Normal Flow:

The server will be updated, the system will forward the information to server

Use Case ID:

UC-04

Use Case Name:

Update web portal

Actors:

Server

Description:

The servers would update the web portal about free parking space.
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Trigger:

When a car leaves the parking

Preconditions:

The car should have occupied the space.

Normal Flow: The server would process the data.

It will update the web portal about free parking space
Table 20 Use Case 3

Use Case ID: UC-05

Use Case Name: Look for parking

Actors: User

Description: The user would analyze the overall parking slots and search for free parking
slots

Trigger: When the user accesses the website

Normal Flow: User will look for the free parking slot
User will get information about where to park his car

Table 21 Use Case 4
Use Case ID: UC-06

Use Case Name:

Analyze different parking zones

Actors:

User

Description:

Users will be able to look through the various parking zones.




Trigger: When the user taps the different zone button on a website or mobile web view

Normal Flow: The user taps different parking zones. Users would get to see the different free

slots available in different zones.

Table 22 Use Case 5

This chapter gives a brief overview of the best Smart Parking System (SPS) based on
accuracy and performance. It is the Smart Parking System For the university of Kufa. This chapter
explains a basic methodology of the Smart Parking System for the University of Kufa. The
drawback and the limitations of the current best system are considered. Then the proposed solution
as compared with the best existing system is proposed. All the limitations and drawbacks of the
existing system have been cut off in the proposed solution. Then all the functional and non-
functional requirements are given in the chapter. In the end, the use case diagram of the SPARKAU

is given and each use case is also explained.

é***************************C HAPTER 3 EN D*******************************9
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CHAPTER 4
DESIGN

After requirement specifications, the next step is to use these requirements to design the
product. This chapter explains the basic architecture of SPARKAU. It has all the designs,
methodologies, constraints, low-level diagrams, and high-level diagrams. It also explains the
design interface of SPARKAU.

4.1 System Architecture

SPARKAU is a very simple architecture. It has many small components just like any other
software. You give input, the software process that input, and then it displays the result. Input is
transferred to the internal processing from the CCTV cameras. The input will be any form of image
or video. Internal processing will process the information and it will output the data. The website

will display that data in a human-understandable form

The initial phase was to collect the data from the admin of Air University. A legal document
was developed because of security issues. A non-disclosure agreement (NDA) was signed
between both parties. The higher authorities of the Computer Science Department also signed this

NDA. Then Data was acquired from the security office.

The next step was to select a suitable model for our specific situation of computer vision.
The situation is critical in such a way that the cars are parked sidewise and the camera’s view is
tilted. To get the object detection correctly, the algorithm has to be chosen very carefully with
testing. We tested several algorithms such as support vector machine (SVM), single-shot detector
(SSD), regional convolutional neural network(R-CNN) and, Mask-RCNN, and YOLO. The
difference between mask-RCNN and RCNN is that mask-RCNN overlays a mask on the object

being detected and it is more accurate.

After the selection of the Algorithm was completed, the next phase was to tune the
parameters. The algorithm was run on several images from the parking videos and was tested on
different threshold and confidence. After a series of experiments, threshold and confidence were
decided. Then the original data were tested to analyze the working of the algorithm. After that
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website was designed for both laptop and mobile/tablet users.API was created along with database

and live connections were set up to run everything smoothly. The high-level design diagram of the
SPARKAU is given below;
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4.2 Design Constrains
Constraints are the limitations of the project. In the design phase, several constraints were
faced when the system was designed. The major constrains of the SPARKAU were

» Detection Constraints
» Training Constrain

» Annotation Constrains
» Data Collection

Detection Constrain was the limitation of the YOLO algorithm. When YOLO was run, it
only detected those objects whose bounding boxes could be drawn. It does not detect those objects,
which are a little bit hidden behind the car. As the parking area of our university is tilted. The
cameras are also harnessed sidewise. Detecting the cars behind cars is a major constrain of this

project.

Training Constrain was also a hurdle in the design phase because of the two things, first
because of short of resources for training the data model, secondly, the data collection constraints
which will be explained later. for training a YOLO model, it was required to have almost 1000

images/video datasets which is a big constrain.

Annotation Constrain means we had to annotate those training datasets, which is
dependent on data collection. for any classification algorithm to work, we have to feed it different
images with annotations on it about the class. The algorithm will start training and will try to

recognize the features of the image from the annotation as its class.

Data Collection is the basic step of any project. For this purpose, we visited the admin of
Air University several times but due to security reasons, they did not allow us to collect the data.
We visited them several times submitting applications to allow us to collect the data. In the end,
we managed to get some of the chunks of videos because of Non-Disclosure Agreement was
signed. These videos were not enough to train the model or annotate the data for the testing or

classification phase.
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4.3 Design Methodology

The methodology is the systematic set of methods applied to a particular system to get a
resultant product. These sets of methods define what would be the outcome of the effort. The
design methodology is the set of methods followed to get a working design. The Design

methodology diagram explains how the methods have been implemented.

Many people consider the waterfall method to be the most traditional software
development method. The waterfall method is a rigid linear model that consists of sequential
phases (requirements, design, implementation, verification, maintenance) focusing on distinct
goals. Each phase must be 100% complete before the next phase can start. There’s usually no

process for going back to modify the project or direction

SPARKAU has been developed according to the waterfall methodology. The steps
included are the Requirement gathering phase, Designing phase, Implementation phase, Testing,
and verification phase, and the last phase is the maintenance phase. In the requirement specification
phase, all the requirements of the SPARKAU were specified. Many research papers were gathered
related to the smart parking system. Other various papers include different types of machine
learning algorithms research papers. After that, a list of requirements was written. This list
specifically includes the input that the system will accept and the output which it will produce after
processing. The next step was to design the SPARKAU architecture along with the subparts and
modules. In the design phase, requirement specifications were studied and a bunch of ideas was
given for the design. The architecture of SPARKAU was designed.

The next phase is implementation. In the implementation phase, small chunks of code were
developed and these units were tested individually. Then in the next phase, these chunk of code
were integrated and a full fledge software unit was developed. The software was tested to be free
from any errors. Then the system was maintained to keep the code running and free from any type

of errors.
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4.4 High-level Design
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The high-level design architecture of SPARKAU is given above. It has all the modules that are
necessary to build a smart parking system. In the first module, it has a data acquiring step in which
the data is gathered. Data gathering is the basic starting point for any product to be accurate. Due
to security reasons, Air university did not allow anyone to access the parking videos without
permission from AD security. After many application submissions, They decided to give us the
videos but they restrict us to write a non-disclosure agreement. It was signed by Departments head

and security office’s focal person.

The subsequent step was the model selection. In the model selection phase, we first studied
the best computer vision algorithms around the globe. We run those models on some specific data
sets. The output of each algorithm was stored for comparison. Several algorithms were tested and
compared based on speed and accuracy. Finally, one of the algorithms called YOLOI[2]

outperformed every other one.

The parameters of the algorithm were tuned based on accuracy. Two parameters of YOLO
needs to be tuned, Confidence, and threshold. Confidence is the percentage of the object belonging
to a class e.g. YOLO tells that a car in an image has 70% confidence that means YOLO is 70%
sure that the object belongs to car class. While threshold means YOLO tells how sure it is for that
part of the image is an object. After the parameter tuning, the model was evaluated. It was run on
the dataset of the university parking area. The output of the algorithm was collected and the results

were predicted. YOLO performed with much accuracy on our data.

The next phase started designing the interface. The interface is compatible with android
users, ios users, tablet users, and pc users. It is a responsive website that responds based on screen
size. After developing the website, the next step was hosting the website. For students, many
people prefer going for minimum resource use, so we uploaded the website on “000webhost”,
which provides free hosting and domain for one year. APl and database were created for live
connections between the website and the backend code. the database and APl were created to send
the output from the YOLO code to the website.
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4.5 Low-level Design

Input
— .
. YoLo A Website
/ =
Argument ) APl call
Parser Car Detection timeout
Frames AP| request Authentication
Extraction a Function
Find Bounding Update ) )
Boxes database Display parking
Detect Objects

Figure 12 Low level design

The low-level diagram of SPARKAU is drawn above. It explains the step by step low-level
modules of SPARKAU. Input is given to the YOLO algorithm in the code. The code first analyzes
the arguments passed to the code. These arguments are like run-time program input. Argument
parser extracts the image path, confidence value for the execution, threshold value, and the trained
weight’s path. The code identifies from the path whether the given path is image or video. Then
the frames are extracted if the path has a video file stored in it. Then it detects the bounding box
of the objects. YOLO stars detecting objects based on the arguments for confidence and threshold.
Yolo displays only those objects whose value is below the values of the arguments set by the user.
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Our algorithm running alongside YOLO gets those output and performs some processing. It
detects the free slots in the input and makes an API request. The data is updated in the database.
While on the other hand, the website continuously makes an API call after every 30 seconds out.
The database authenticates the API call with API-key. If authenticated, the database allows API to

access the data, and the website is updated.

4.6 GUI design
4.6.1 Web View

New Tab

cC a

i3 Apps For quick access, place your here on the bar. Import now.

ZONE1 L ZONE 2 | ZONE 3 | | ZONE 4

RN A S0\ A AN
TR L L

Figure 13 Web layout

Gui is made user friendly and easily understandable. The user can interact with the system

using the GUI. The following points are necessary to make a good GUI.

e GUI should be User friendly
e GUIs should be according to the target audience of the product.
e There should be no error while User interacts with GUI

e GUI should be responsive
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The front-end website design of SPARKAU is shown above. The topmost part is the logo of our
project. It will be a simple image. These buttons will display different parking zones. Each zone
will consist of different parking slots. These zones represent the different CCTV cameras in the

parking area. Each zone consists of different slots representing the vacant or engaged parking slots

4.6.2 Mobile View

D waa2s2

@ Lite developers.google.com o :

SrarxkAl

Figure 14 Mobie layout

The mobile interface is shown in the above picture. It is like the web view but except that it is
vertical layout The mobile view is aligned vertically because of the small size of the screen. The
zone buttons can be displayed in the pop-down menu or they can be displayed just like the

interface. The Parking slots are necessary to be oriented in a vertical direction.
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This chapter concludes all the design phases of SPARKAU. All the previous requirement
specifications are used in the design phase.it has the basic system architecture of SPARKAU. All
the design methodology diagrams and interfaces are a part of this chapter. High-level diagram,
low-level diagram, design constraints, design methodology, system architecture, and GUI have
been explained with details.

e ************************C h apte r 4 E n d************************** 9
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Chapter 5

System Implementation

This chapter includes an explanation of the system implementation of SPARKAU. It has
diagrams, figures, and explanations of tools for the Smart Parking System for Air University. The
diagrams include the Class diagram, Sequence diagram, Component diagram, and Deployment
diagram. The diagrams explain the sequence of events, the classes in the project, the components,
and the overall package of the deployment diagram. The final part of this chapter has the coding

environment, libraries, and coding languages used in his project.

5.1 System Architecture (Three-tier architecture)

Data Source Application layer Presentation layer

[

Tablet

REST API YOLO(Deep
Lbarning Algorithm) Ij

Flckale

Website

Figure 15 Three-tier Architecture
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5.2 System Sequence Diagrams

Code Server
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Figure 16 Sequence diagram




5.3 Component Diagram
The Component Diagram explains the fundamental parts of the Application. In

SPARKAU, Code Server is the backbone of the whole application, and communication

between different components is possible because of API service. All the components of

SPAKAU explain through the diagram.

Code Server |- .- - 0. <<Uses>> .
APl Service |............... S > Dataab;se
. <<Uses>>
: A
oA A
cA &
-] =
A o
.8 ¢
: v User Intefrace \
Y
Utility \
Web

Application

Data
Processing

Mobile web
Application

<<resides>> |

Web View/Mobile View N\
Logo image Zones
Sidebar
Buttons buttons menu

Figure 17 Component diagram
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5.4 Deployment Diagram

Client

Website

Laptop

Maohile

Tablet

Private Network Private Network  Private Netwark

USer1
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USer 2

USer 3

Figure 18 Deployment diagram
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5.5 Tools and Technologies

1. Programming language
The programming languages used in this project are python, angular, and bootstrap. The

frontend side is developed in angular and bootstrap while all the backend algorithm process is in
python

2. Programming APIs
The API used for data transfer between different components of the product is a

RESTFULL API. it will travel the data from the database to the hosted website of SPARKAU.

3.Programming Libraries
OpenCV,NumPy,Imutils,ArgParse

4.Programming Environment
The environment for the project is python 3 with anaconda, while code is written in

pycharm, while the front end is developed in the CLI environment for the angular and coding

environment is NodejS with visual studio code as a code editor.

These diagrams explain the basic structure of the product and the events occurring in this product.

SPARKAU has been developed using three-tier architecture. The component diagram explains the
components of the product. The deployment diagram has overall components that are packaged to
make a big unit. The class diagram explains the relation of classes among each other and their
functions. .It explains the over-all components and packages of the SPARKAU. This chapter also

has an explanation of languages and the environment used for development.

e ************************C h apte r 5 E n d*********************** 9
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Chapter 6

System Testing and Evaluation

After the implementation of the product. The next step is its testing and evaluation. This
chapter has all the basic testing and evaluation of SPARKAU. GUI testing, usability testing,
compatibility testing, load testing, and exception handling have been included in this chapter.
Different images have been generated to present in this chapter. These images provide information
about the SPARKAU. This chapter explains the working of our application when the load is

bombarded on the product.

6.1 Graphical User Interface testing

Gui testing is a type of system check that evaluates its presentation when its functionality
is performed. GUI testing includes button size check, image size, and all the other functionalities
of the product. GUI test checks whether the product is distorted when tested on different views.
The GUI testing of SPARKAU is given below along with images.

P
SrArRK

GUI Test 1

This is the first display of the website. This display is of resolution 1000*663. Width is
1000 pixels while height is 663 pixels. The images and buttons are working perfectly.
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P a— .
Sprark

GUI Test 2

This display is of resolution 700*625. Width is 700 pixels while height is 625 pixels. The

website display is working fine.

® ¢ ® ¢
N s o BN o o
&€ & ® &
® ¢ ® ¢
& & ¢ ¢
GUI Test 3 GUI Test 4

The application looks fine when it is tested on different sizes of display. GUI Test. 3 and

GUI Test.4 have been taken for the mobile interfaces.
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6.2 Usability Testing
Usability Testing means checking the buttons, menu and displays are functioning as

required. The test is shown below for every button along with its working functionality.

P
Sprark

]

Usability Test 1

The display will look like this when the user clicks on a button called ‘Zone 1°.The

occupied space is represented by cars and Free slots are represented by pictures of free.

,—Q
SrArk

Future Work

Usability Test 2
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Zone 2 and the remaining zones are left for future work. These pictures represent the

working condition of this project. The remaining images are given below

/—Q
SrArk

Future Work

Usability Test 3

A
Srark AU

Future Work

Usability Test 4
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The above-given images are the interfaces for Personal Computer like laptops or tablets.

The Usability testing of Interface for mobile is given below

5-“11 rx Al 5rm rx Al

Usability Test 5 Usability Test 6

The left interface displays the first page when the website is accessed from the mobile
phone. It has the left sidebar toggler and a logo for the SPARKAU. When the user taps on this

toggler, a menu pops from the left side as shown in the picture on the right
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Future Work:

PRI DN
VORI

Usability Test 7 Usability Test 8
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S AU S AU
Zones Zones
Future Work Future Work
Zone 1 Zome 1
Zone 2 Zone 2
Zone 3 Zone 3
Zone 4 Zome 4
Usability Test 9 Usability Test 10

6.3 Compatibility Testing
In compatibility testing, we test our product on different types of browsers and check the

functionality of the product. We have performed the following tests as given.
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Google Chrome

@ Smart Parking for AU X+ =

& C @ Notsecure | sparkau.000webhostapp.com * @ g

H Apps M Gmal O VouTube B¥ Maps

e
SrArk

w

Powered by E&‘ 000webhost

Figure 19 Google Chrome Compatibility
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Firefox

Semart Parking for AU b -
<« [ © & nttps//sparkau.000webhostapp.com - & 9% i o &
Spar
Figure 20 Firefox Compatibility
Microsoft Edge
[ Smart Parking for AU x | + — e
<~ O @ Mot secure | sparkau.000webhostapp.com SN <4 b g 3 & u @ 3= =

66

@ Electronic library. D...

[ IT news, careers, bu...

@ KissAnime - Watch...  Th Course: 25 Days Ha.. |58 [Coursera] Server-si.. (@) CourseClub- Dow.. 8 FreeCourseSite - D...

P a— -
Srark

@ Online Free Course...

Figure 21 Microsoft Edge Compatibility



Safari

@ sPapkal = ud *

a | | [+ M) rtpersparkau. D00webhostapp.com & | [Qr socgle O~ &~
o [[| B8 Apple Yshoo! GongleMaps VouTuhe Wikipedia News (%) v Popularv

SrArk

Pawered by [ 000webhest

Figure 22 Safari Compatibility

Every browser was tested to run the application. The application performed accurately in
all of the four browsers. The buttons were working fine and the cars were updated based on the

API request.

6.4 Exception Handling
The code for car detection and free space calculation is written in python. It includes
conditional statements, loops, and exceptional handling code. Some of the try-catch and exceptions

are given below;
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try:
prop = cv2.cv.CV_CAP_PROP_FRAME_COUNT if imutils.is cv2() \
else cv2.CAP_PROP_FRAME_COUNT
total = int(vs.get(prop))
print("[INFO] {} total frames in video".format(total))

except:
print("[INFO] could not determine # of frames in video")
print("[INFO] no approx. completion time can be provided")
total = -1

Exception Handling 1

In the try section. We are using the open CV (computer vision) library for
calculating the video frames. We will call a function from Open CV, which calculates the
number of frames in the video. Try section will run when input is in video format and it
will output the total count of the number of frames in the ‘total’ variable. However, if the
input is corrupted or simply an image. The program is expected to run on video format. So
it will output the error with the ‘total’ as a negative one. Negative one indicates that there

is an error in the program or video is corrupted or not working properly.

6.5 Load Testing

6.5.1 NeolLoad
NeolLoad is an automated performance-testing platform for enterprise organizations

continuously testing from APIs to applications. It provides testers and developers automatic test
design and maintenance. NeoLoad works by simulating traffic (up to millions of users) to
determine application performance under load, analyze response times, and pinpoint the number

of the simultaneous users which the Internet, intranet, or mobile application can handle.
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6.5.2 Load Testing

NeoLoad is a license online tool for software performance testing, load testing, and stress
testing. We tested our application for load testing. The number of virtual users who queried the
website was sixty. Sixty users were used because the tool has a limit for free users. The results and

the output of the testing are given below

@ Neoload - [Aezaz_FYP_test™] — x
File Edit Share Record Run Tools Help

lew > c@F QLY & 0

{"\:,) Design . Runtime P Results
#| Testsummary 2 yalues 7% Graphs Q Errors Q, Alerts Logs

Results: |10:15-13 Jun 2020 ~ [EE Tools Open in browser

NeoLood Test Report EEZ 00000

Summary Results summary
Results summary
Statistics Summan Name 10:15 - 13 Jun 2020 Project Aezaz_FYP_test
Hot spats Description This test is based on 60 users Scenario scenariol
- Status of Passed Load Policy ® The population Populationl is constant with 60 users.
Aleits Start date Jun 13, 2020 10:16:05 AM
General statistics End d-ate Jun 13, 2020 10:16:35 AM Stop Policy « Population Populationi: immediate.
m . Duration 00:00:30
Lo chd (ER GG Termination reason Execution policy Filters None
Execution context LG Hosts localhost:7100 Debug Disabled
Servers
Populations
User Paths
Transactions Statistics Summary
Pages
N Total pages 60 - Average pages/s 1.9 -
Media Contents
Total requests 60 - Average requests/s 19 -
Push messages
— Total users launched 60 - Average Request response time 2,995 -
onitors
= Total iterations completed 3443944 - Average Page response time 2.99s -
et
z Total throughput 0.19 MB - Average throughput 0.05 Mbfs -
cenari
Total request errors 0 - Error rate 0% -
Main graphs Total action errors 0 - Alerts total duration 85.8% -
Average page response time
— =HNoSLA = Passed Warning @B = Failed
Average request response time

Average response time (Transactions)

Requests per second 2.00 80
Errors 1.76 0

Throughput 1.50

ﬂ £ Search

Figure 23 Load Testing on Neoload
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@ Neoload - [Aezaz_FYP_test*]
File Edit Share Record Run Tools Help

1SHevar|c@FIRSL ¥ S 0

»| TestSummary 2 Values 0 Graphs € Errors @, Alerts

Neoload Test Report

Summary
Results summary
Statistics Summary
Hot spots
Errors
Alerts
General statistics

Transaction statistics
Execution context
Servers
Pngu\ﬁllnns
User Paths
Transactions
Pages
Media Contents
Push messages
Monitors
Alerts
Scenario

Main graphs

Average page response time
Average request response time
Average response time (Transactions;
Reguests per second

Throughput

Distribution of Transaction Durations

Top 10 First Alerts

@ Neoload - [Aezaz_FYP_test*]

File Edit Share Record Run Tools Help

Q Design

Results: |10:15- 13 Jun 2020 + | [3F Tools

200
178 4
150
125
100
075
0.50
0251

Emors /Alerts

Responsetime (s)

o
00:00:00

Hot spots

Top 5 errors
No errors on pages

Top 5 alerts

Runtime

AC Results

00

00:05

00:00:10

00:00:15

Time

00:00:20

o
00:00:25 00:00:30

— Users — Errors — Alerts — Requests/s — Response time (s)

Duration %

s1asn

s/s)sanbay

Openii

‘Occurrences

in browser

Figure 24 Load Testing on Neoload
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Neoload Test Report

Summary
Results summary
Statistics Summary
Hot spots
Errors
Aleits

General statistics
Transaction statistics
Execution context
Servers
PDEu\almns
User Paths
Transactions
Pages
Media Contents
Push messages
Monitors
Alexts
Scenario

Main graphs

Average page response time
Average request response time
Average response time (Transactions;
Requests per second

Throughput

Distribution of Transaction Durations

Top 10 First Alerts
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Q Design

= Logs

Results: | 10:15 - 13 Jun 2020 « | (3 Tools

Hot spots

Top 5 errors
Mo errors on pages

Top 5 alerts

Controller/CPU Load >= 90.0%
LG localhost:7100/CPU Load >= 90.0%

First critical alerts

Time
00:00:04.320
00:00:07.301

Top 5 average response time (Pages)

User Path

SPARKAU_recording home page
Top 5 maximum response time (Pages)

User Path

SPARKAL_recording home page

Errors

Request errors
No errors
Action errors

[

Controller/CPU Load >= 90.0%
LG localhost:7100/CPU Load >= 90.0%

Parent

Parent

Duration %
85.8
76.1

Page

Page

Occurrences

2.99

744

Open in brawser

Duration
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Figure 25 Load Testing on Neoload



The graph on the above images shows that there were no errors when the request was being
made on the website. The summary of this tool also shows the errors in the application. In the ‘top
5 error’ section, we can see that no errors were there during the test. The ‘top 5 max response time’
is 2.99 seconds, which is quite good based on the free web hosting and without any specific

domain. As aresult, it can be said that SPARKAU can handle the load of our University members.

This Chapter contains the testing and performance evaluation of the application. It contains
the basic GUI testing, the usability of the application and its testing, compatibility of the
application, exception handling in the code, and load testing. The GUI is tested with various
experiments and changes to look for the loopholes in the design. The application works fine on
heavy load. Its functionality is tested in usability testing while compatibility tests check whether
the application runs on other browsers. Then In the final part. Load testing is explained along with
pictures. The pictures represent the errors and graphical representation of SPARKAU on load

burden.
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Chapter 7

Conclusion

7.1 Experiment Performed

We have performed multiple unit tests to achieve reasonable results. The experiment starts from

the single images to multiply chunks of video and then real-time videos.

7.1.1 Static Images
The algorithm was first analyzed to run on the images, specifically on the parking images of our
university. It detected the cars in the parking but some extra detections are not required in our

project. So a new approach has to be designed.

2019-1 19 13 09: 15

- car

"P' C‘

Figure 26 Experiment 1
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Figure 27 Experiment 2

This is the result of a single image. The algorithm did not count the cars because the edges of some

cars are noisy. A new approach was to crop the image into the Region Of Interest(ROI).

Figure 28 Crop Image
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7.1.2 Chunks of Videos
When the results on images were calculated, We moved towards the video which is nothing

but a sequence of images. The video was loaded in a small chunk of the whole video, because of
the memory limitations of the hardware. Another reason for using the small chunk of the video is
the change in the video. In longer videos, the cars are still and there is no change of in or out of

the car in the parking. For experimental purposes, we use those chunk of videos that had changing

of cars in the parking.

Figure 29 Video 1 Figure 30 Video 2

Figure 31 Cropped video

The issues in the experiments are shown in the image. The algorithm does not detect the corner

cars or cars hidden behind other cars.
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7.1.3 Test on videos

A staticts - VLC media player
Media Playback Audio Video Subtitle Tools View Help
il 1D ) N EE]

03:07

- - r z -04:48
axl»
L Search : /

Figure 330ne Empty Slot Figure 34 Slot filled

Code Output

starting... p

[INFO] loading YOLO from disk...

[INFO] 7897 total frames in video

[6.5622990101242965, 8.8781944513320923, ©.7141857743263245, ©.9832279682159424, ©.9954718351364136, ©.3256444931830273, ©.7656465187@727539, ©.6875292062759399, 0.6158134341239929, 8.
[[8e1, 431, 131, 99], [696, 478, 158, 1@9], [115, 533, 24@, 83], [571, 515, 227, 113], [4ee, 583, 262, 137], [271, 647, 274, 185], [5, 745, 258, 231], [715, 385, 75, 48], [947, 386, 6
16

[@.5686737732887268, ©.8673650026321411, ©.9844156503677368, ©.9957873330879211, ©.8271974325180854, ©.698746089349823, ©.6376568075994751, ©.6203450560569763, ©.0065262675285339, 8.87

[[8e1, 431, 131, 99], [697, 478, 158, 11@], [578, 515, 229, 113], [4e@, 583, 261, 138], [27@, 648, 273, 186], [5, 746, 256, 231], [716, 384, 76, 49], [946, 386, 63, 32], [626, 484, 111
15

data send to server
fe, 1, 1, 1, 1]

Data is sent using restful APl and changes are reflected in the website
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7.2 Results Calculated

This is the graphical representation of cars in the parking area. The dots represent the
central point of the car. Because of hardware limitations, there is no solution for two overlapping
points that coincide at the same location. It means two cars parked in overlapping directions

cannot be detected accurately.

image dotted graph
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Figure 35 Graphical representation of Mid-points of Cars
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Figure 36 Mid-Points of 100 cars

The algorithm is run on one hundred images of those videos. The images are the cropped

images with having specific areas to cover. The image shows the results of the test.
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A function was defined to crop the frames in the specific region of interest

def cropstl(frame):
im = frame

# convert to numpy (for convenience)

img_array = numpy.asarray(im)
# create mask
wy = [(234, B48),

(915, 385),

(996, 4@5),

(1822, 468),

(662, 771),

(273, 738)]
mask_img = Image.new('1", (img_array.shape[1],
ImageDraw.Draw(mask_img).pelygon(xy, outline=1, fill=1)
mask = numpy.array(mask_img)

# assemble new image (uint&: @-255)

new_img_array = numpy.empty(img_array.shape, dtype="uinta")

# copy color values (RGB)

new_img_array[:,

3] = img_array[:, :, :3]
# filtering image by mask

new_img_array[:, :, 2] = new_img_array[:, :, @] * mask
1] = new_img_array[:, :, 1] * mask
iy, 2] * mask

newIm = Image.fromarray(new_img_array, "RGB")

new_img_array[:, :,

new_img_array[:, :, 2] = new_img_array[:,

return new_img_array

Figure 37 Code to extract Region of Interest

img_array.shape[@8]),

We analyzed this data and take the average value of all points of the same slots. The extreme value

for every single slot was neglected to avoid any overlapping slot. Given below are the detection

and the output results of the code;
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Erter Image Path: C:ywyoloZdarknet-masterdata\l.jpg:

Predicted in 22074.096808 milli-seconds.

car: 186 (left_x: 288 top_y: 612 width: 382 helght: 166}
car: 1866 (left_x: 544 top_y: 527 width: 288 height: 99)
car: B9% (left_x: 686 top_y: 463 width: 214  height: §2)
car: 76% (left_x: 713 top_v: 428 width: 248 height: 114)
Enter Image Path: C:yyolowdarknet-masterydata\2.jpg: Predicted in 22948.816600 milli-seconds.
car: 1eeg (left_x: 269 top_y: 684 width: 417  height: 188)
car: 1eeg (left_x: 543  top_y: 527 width: 284  height: 99)
car: 91% (left_x: B51 top_y: 461 width: 260 height: 98)
car: 84% (left_x: 713  top_y: 422 width: 247  height: 113}
Enter Image Path: C:iywwolowdarknet-masteridatai3.jpg: Predicted in 26632.621600 milli-seconds.
car: 1866 (left_x: 28% top_y: 614 width: 378  height: 165)
car: 1068 (left_x: 551 top_y: 526 width: 256 height: 18@)
car: 91% (left_x: 691 top_y: 462 width: 213  helght: 83)
car: F7% (left_x: 792 top_y: 426 width: 159  helght: 83}
Enter Image Path: C:\yolo\darknet-master\data\d.jpg: Predicted in 23889.482608 milli-seconds.
car: 1068 (left_x: 292 top_y: 615 width: 360 height: 164)
car: 98% (left_x: 559 top_y: 516 width: 243  height: 111}
car: 71% (left_x: B5% top_y: 458 width: 283 helght: 98)
car: G1% (left_x: 753 top_y: 457  width: 145 height: 91}
car: 96% (left_x: 797 top_y: 425 width: 154 height: 8g8)
Enter Image Path: C:yyoloZdarknet-masterdata\5.jpg: Predicted in 26588.827800 milli-seconds.
car: 186 (left_x: 286 top_y: 615 width: 378& helght: 163}
car: G0% (left_x: 55% top_y: 518 width: 237  height: 188)
car: 95% (left_x: 749 top_y: 456 width: 147 height: 98)
car: 96% (left_x: 829 top_y: 489 width: 146 height: 79)
Enter Image Path: C:yyolowdarknet-masterydata\b.jpg: Predicted in 22301.5068800 milli-seconds.
car: B2% (left_x: 3 top_y: 732 width: 182  height: 24a&)
car: leeg (left_x: 288 top_y: 614 width: 373  height: 164)
car: 99% (left_x: 556 top_y: 519 width: 239 height: 165)
car: G95% (left_x: 758 top_y: 455 width: 149  height: 95)
car: B8% (left_x: 833 top_y: 488 width: 143  height: 81)
Ernter Image Path: Ciyvywolovdarknet-masteridatah7.jpg: Predicted in 21849,.567008 milli-seconds.
car: GEf (left_x: 4 top_y: 732 width: 183  height: 242)
car: 186 (left_x: 291 top_y: 614 width: 366 helght: 163}
car: G8% (left_x: 534 top_y: 521 width: 245 height: 184)
car: 57 (left_x: 703 top_y: 464 width: 151  height: 182}
car: 93% (left_x: 756 top_v: 454 width: 143  height: 96)
car: 86% (left_x: 838 top_y: 488 width: 145 height: 81)

Enter Image Path: C:\;olc\dabknet-master\data\a.jpg: Predicted in 31933.9%4000 milli-seconds.

Figure 38 Output of Code

7.3 Achievements

Our primary goal was to detect the filled and empty. We can claim to have achieved almost
70% accuracy. Whenever a car leaves the parking, the live video is fed into the code, it detects the
new slots and updates the database, The Website asks the database to send data and the website is
updated. Another achievement is the real-time updating of parking slots. whenever a car leaves the

parking slot, the website is updated as soon as it leaves the slot.

7.4 Future Directions

SPARKAU is a very helpful tool for Air University. It will help the members of Air
University to park their cars without wasting any time. The Application has been developed in
python and angular. It solely performs the basic task of providing information about free slots. The
only zone that is working in this application is zone 1. The remaining zones that are zone 2, zone3,
and zone 4 are left for future work. This application can be developed further to enhance the
parking zones. Our university has also developed new parking zones for cars. The software can be
deployed as a single entity that will manage the whole university. It can cover all the zones of the

university.

78



User Manual

Programmer’s perspective

YOLO version
There are three versions of YOLO. Every version has its pros and cons.

» YOLOv1
» YOLOV2
» YOLOv3

YOLO 3 is considered the fastest and most accurate Algorithm in computer vision. So the
Algorithm used in the SPARKAU is YOLO v3.

Framework and language selection
YOLO is implemented in python and C++ programming languages. Its popularity is in

C++ with a convolution network running on Darknet. It is popular for one reason that it is
impressively fast. However, C++ language is considered as a low-level language because of its
syntax and mnemonics code. Therefore, in terms of simplicity and modification, we use YOLO’s

implementation in python 3.6. Pycharm is used for programming and modification in YOLO.

B File Edit View Navigate Code Refactor Run Tools VCS Window Help yolo-object-detection [C:\yolo\yolo-object-detection] - ..\yelo_video.py - PyCharm - X
yolo-object-detection = yolo_videe.py Lyolo_video ~ b m Q

5 Project + QT & — yolo_video.py

£ > I yolo-object-detection

& * lliExtemal Libraries

def hello(name)
print("Hello %s!* + name)

Scratches and Consoles

print("starting...")
rt = RepeatedTimer(3@, SendDataToServer) # it guto-starts, no need of rt.start(

t at 6x880002325CE2AFDE>
. ]
s7)
eshold when applyong non-maxima su ppression”)
try

& —

g 2in_ RepeatedTimer object at 0x000002325CE2AFDD>

EI or_method} <built-in function sleep>

2 False, False, False, False, False, False, False]

£ %

H= =

# 5Debug = §TODO  EH Terminal | & Python Console @ Event Log
IO PyCharm 2019.35 available: // Update... {3 minutes 2go) 12667 LF UTF-8 4spaces Python3b W &

Figure 39 Interface of Pycharm

79



Dependencies
Import NumPy
Import argparse
Import imutils
import time
import cv2
import json
import 0s
from PIL import Image, ImageDraw
from threading import Thread
import requests
from threading import Timer

Project: yolo-object-detection * Project Interpreter For current project
Project Interpreter: Python 3.6
Package Wersioh Latest wversion
Django 3.03
linja2 211.2
Markupsafe 111
Pillovs 7.00
Pygments 2,61
SPARQLWrapper 1.85
Send2Trash 150
abstract 202018
argparse 14.0
asqiref 323
attrs 19.3.0
backeall 010
basedzhex 1.0.2
beautifulsoupd 4.8.2
bleach 314
blis 041
bsd 0.01
catalogue 1.00
certifi 20191128
chardet 3.04
chronormetry 202016
colorama 043
colouration 202018

80
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Running (SPARKAU)

Go to the working directory of SPARKAU

Mame Date modified Type Size
| Jidea 6152020 230 Phd File folder
. images 27252020 5:51 Prd File folder
| output 2252020 213 Phd File folder
| wideos 47292020 .38 PA File folder
. yolo-coco 27252020 5:51 Prd File folder
B volo 2/25/2020 617 PM JetBrains PyChar.., 5 KB
—"} yolo_wvideo 61372020440 PM JetBrains PyChar.., 12 KB
double-clicking the yolo_video.py file. Pycharm loading will appear
After
B Fle Edit View MNavigate Code Refactor Run Tools VCS Window Help olo-cbject detection [Clyalolyolo ahject detection] - yole video py - PyCharm = X
14 yolo-object-detection | (4 yolo_video.py > &G E|Q
[i¥] Project B = @ — | & yolovideopy
~ [ yolo-object-detection (:\yolo'yolo-ohject-detect 1 # USAGE [ ]
> [Wimages 2 # python yolo video.py --input videos/airport.mp4 --output output/airport output.avi --yolo yolo-coco
> [Woutput 3
> [videos 4 # import the necessary packages -
~ W yolo-coco s import numpy =
2 coco.names 6 import numpy as np |
2 yolovd.cfg 7 import argparse
% yolovd weights 8 import imutils
% yolo.py ] import time
(= yolo_video.py 10 import cvz
~ 11l External Libraries 11 import json
v @< Python 3.6 > C\python36\python.exe 12 import os
> Il Binary Skeletons 13 from PIL import Image, ImageDraw
> IEDLLs 14 from threading import Thread
> Il Extendled Definitions 15 import requests
> MLib 16 from threading import Timer
> Mk 17 from time import sleep
> [ python36 library roct 18
> I pythonwin 19 slats = [False, False, False, False, False, False, False]
> [ site-packages 20 -
> Mwin32 21
> 1l Typeshed Stubs 22 def cropsti(frame):...
1% Scratches and Consoles 46
RepeatedTimer » stop()
Terminak:  Local + & —
Microsoft Windows [VErsion 10.6.18363.900]
(c) 2019 Microsoft Corporation. All rights reserved.
E c:\yolu\fyp\api>ﬂ
R
E #® Python Console Q) Event Log
[m] 10832 LF UTF-8 4spaces Python36 m =

Figure 42 Landing page of Pycharm

loading, the landing screen will look like this
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It has three main panels each with its specific domain
1)- code is displayed from where we can edit, modify, or work on our project.

= yolo_video.py
PrImey Scar cang---
rt = RepeatedTimer(3@, SendDataToServer) # it guto-starts, no need of rt.start()
@ try:

# construct the argument par e Tt

~se and parse the arguments
ap = argparse.ArgumentParser()
ap.add_argument("-i", "--input”, default="videos/static.ts",
help="path to input wvideo™)
ap.add_argument(”-o", "--output”, default="output/S.avi",
help="path to output video™)
ap.add_argument ("-y", "--yolo", default="yolo-coco”,
help="base path to YOLO directory")
ap.add_argument("-c", "--confidence", type=float, default=8.5,
help="minimum probability to filter weak detections™)
ap.add_argument(”-t”, "--threshold”, type=flocat, default=8.3,
help="threshold when applyong non-maxima suppression”)
args = vars(ap.parse_args())

# Load the COCO class labels our YOLO model was tr

labelsPath = os.path.sep.join([args["yolo"], "coco.names"])
LABELS = cpen(labelsPath).read().strip().split{"\n")

# initialize a list of colors to represent each possible closs Llabel

np.random.seed(42)

FALARE - e mmmdem mmediesia AES mdeaofTamfiaDSich 34

Figure 43 Code editor

2)-1t shows the hierarchy of our project. All the different components of the project are
listed here.

Project « B = & —
yolo-object-detection

images

output

videos

yolo-coco

S CoCo.names

yolov3.cfg
yolov3.weights

= yolo.py
= yolo_video.py

Figure 44Project Files and hierarchy

3)- It shows the terminal python console and other debugging facilities



|l External Libraries
& < Python 3.6 > C:\python36\python.exe

|l Binary Skeletons
DLLs

|l Extended Definitions
Lib
lib
python36
pythenwin
site-packages
win32

Illi Typeshed Stubs

Figure 45 External libraries

On the top right corner, it has two buttons, the play icon is to run the project.

B e e Viw bsviose Code Befactor un Jools VC5 Window Help

yobo-cbject-detection (4 yolo_wdeo py Lyolovides - i & = Q

¥ 1

1s 5. path.sep. edn([args[ “yole'], “coco.na
LASELS = open(lsbelsPath). resd() . strip().split("\n")

= (len(LABELS), 3),

¥olo®], “yolowd.veights™])
1o"], “yolevs

L 0.0832270682150424, 0,0954718351364135, 8,6256444031030273, .766465170727539, 0.6875202062750399, 0.
3, (573, 515, 22 137 715, 385, %

33, 299, B3], (57, 515, 227, 113], (460, 1. (201, 647, 278, 185, [, 745, 258, 231], [735, 395, 76, 48], (347, 365, 2, 37
507350155, 6.095647162001 3420, 0.821275948475149%, 0.681343 53, 0.6154549060023132, 9. 804B41253ISTAT68, 8,8559632807
Figkn| = 67000 @ Temna 4 Aton Comoie Q trenttog

The bug icon represents debugging mode, which can run the code with the facility to
provide breakpoints. Red dots are the breakpoints as shown in the picture below.
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B Fle Edit View Navigste Code Refactor Run Jools VCS Window Help - X

yolo-object-detection | (% yolo_video.py L yolo_video ~| b % mQ
g Project v @B = @ — | ik yolovideopy
£ yolo-object-detection 0150 lo-o) N RS . o
5 print("[INFO] could not determine # of frames in video")
images
L (g N print("[INFO] no approx. completion time can be provided")
Dud i total = -1
videos
olo-caco -
¥ 172 count = 8 count: @
2 coconemes
o (grabbed, frame) = vs.read() m
£ yolova.cig - N
7 yolov3weights
% yolo.py N
% yolo_videa.py N . o ) ’ ! 2
1 hile True:
1l External Libraries e frue
@ < python 36 . if count ¥ 36 ==
i Binary ;km‘m (grabbed, frame) = vs.read()
DLL: count = count + 1
B
break
IIll Extended Definitions. .
Lib elif count » total:
"b grabbed = False
i
break
python36 library root 8
else:
h
site-packages
win32
1l Typeshed Stubs
 Seratches and Consoles
oy
Debug: ¥, yolo_video -3
€& Debugger EfConsole = 2% A =
TS Frames Variables
E @ MainThread - + COLORS = {ndarray: (20, 2)} [[102 220225, [ 95170 61], (234203 02], [ 3 08 243, [ 14140 245), [ 46 106 244] [ 20 127 T1] [212 153 100], [182 174 65], [153 20 44], [203 152 102], (214 240. Vie
& .
£ LABELS = {lit: 80) ['person’, bicycle!, ‘car’, ‘motorbike’, ‘aeroplane’, 'bus', 'train', 'truck’, 'boat!, ‘traffic light, fire hydrant’, 'stop sign’, 'parking meter’, ‘bench', bird', ‘cat!, ‘dog, 'horse! ‘sheep’, . Vicw
P @ W = {NoneType] None
ap= (A ser] ='yolo_video.py', desc formatter_class=<class ‘argparse. HelpFormatter's, conflict_handler="error, add_help=True)
p=(Arg g prog="y Py’ P 9p: p P
i args = (dict: 5} 'input's 'videos/static.ts, 'output': ‘output/.avt, ‘yolo': yolo-coco!, ‘confidence': 0.3, ‘threshold': 0.3}
a5k 81 configPath = (str] 'yolo-coco\\yolovi.cfg’
* »' % B count = (int}0

Q Event Log
175:1 LF UTF-8 dspaces Python35 W &

£TODO Terminal @ Python Console

P 4Run ¥ 5 Debug

]

Figure 46 Defining Breaking Points



User’s perspective
SPARKAU is a smart application that will be used by the students, faculty, and
admin of the air University. The system will help them park their cars without wasting any

time and money. The usage for the user of the GUI is explained in with pictures.

Web Interface
To access the web User Interface of the Smart Parking System for Air University.

The user will type the URL on his tablet or laptop to access the website of the SPARKAU.
The website is deployed on the free web hosting site. Everything on this website works
fine. The URL is

http://sparkau.000webhostapp.com

New Tab X +

c @sparkau.ﬂOUwebhcstapp.com|

P .
SprArk

How to use 1

This image is the main home screen for the website of SPARKAU. It has the logo
of the SPARKAU. Below it has four buttons for different zones. Each zone represents the
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http://sparkau.000webhostapp.com/
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different parking zones of Air University. Each zone can be used to look for free parking

slots. Every zone has will consist of 10 different parking slots.

P . -
Sprark

% Q QO

How to use 2

When the user clicks on Zone 1, It will display all the slots. The parking slots are
represented horizontally to have the same representation as to the original parking. The
parking slots in the university are build tilted that is why these free slots and car parks are
also shown tilted. Free slots represent available slots for parking while occupied parking is

represented by cars.

The slots and the backend server code are working on zone 1. The remaining zones
i.e. zone 2, zone 3 and zone 4 are left for future work.



P
SprAark

Future Work

How to use 3
Mobile Interface
The mobile interface is also the same except the display is represented vertically.
The buttons are shown on the left menu side of the application. The URL is the same
URL: http://sparkau.000webhostapp.com/

e
Speark AU

How to use 4
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http://sparkau.000webhostapp.com/

The mobile interface will look like the above-given image, It will only have a logo and
sidebar menu. When the user taps this menu. A sidebar pops from left displaying different zones

as shown in below picture

How to use 5
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These Zones are clickable buttons with every zone connected to the corresponding original
parking zone of Air University. When User taps on Zone 1, it will display the free slots as shown

below

Sk AU
& ¢
L 2 4
& &
¢ &

How to use 6

Zone 1is highlighted which will tell the user about the zone in which he is searching
for the free slot.
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